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2 INTRODUCTION

Hyperscalers and Catalogic have observed the increasing overlap of protection and migration activities
generally within the ICT industry and have understood that a critical relationship exists between the
two. Consequently, they have partnered to develop the DPX enterprise data protection / migration
appliance. This is a pre-engineered, out-of-the-box solution for Protection, Migration and Recovery
that provides a unified range of data management, infrastructure management and risk mitigation
capabilities that is unmatched by any other product in the marketplace.

The DPX appliance works with both structured and unstructured data residing on physical or virtual
storage. In many cases DPX can determine key structural metadata located within items such as
virtual machines, databases, operating systems, storage volumes and various software platform
architectures. This deep structural knowledge of numerous product/technology types allows DPX to
provide advanced end-to-end snapshot, storage, migration, and restoration capabilities including cross-
migration and recovery across cloud, operating system, platform and bare metal product/technology

types.

Rather than to depend on an ‘all-or-nothing’ migration strategy, where the source data/system must
always be available, DPX supports intermediate storage of snapshot images such that decisions can be
made dynamically as to whether any given snapshot should be migrated towards another

environment /technology type, used to roll-back to an existing environment or used instead to recover
into another environment of the same type as the original source.

These capabilities are shown at a high-level in the following illustration:

DPX Enterprise Data Protection / Migration Appliance

AWS Cross Migration Channel AWS
Public Azure e Azure Public
Cloud GC F Ge Cloud
Other Other
HyperV HyperV
Private VMware VMware Private
Cloud GC GC Cloud
Other Other
e ——
Bare Metal Stora ge M Igratlon Bare Metal
=——
Oracle Storage Oracle
RDBMS | SQLServer e — SQLServer RDBMS
SAP/Hana Storage SAP/Hana
. e . MicroFocus
MicroFocus Storage Restoration
Exchange
Platform Exchange Platform
Sharepoint
Sh int i
srepomn Common Storage Context Cloudian
Block Storage Common Proce§s Context Block Storage
Common Security Context
Figure 1 High-level overview of DPX Enterprise Data Protection
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The DPX appliance supports snapshot-based capture of your structured and unstructured data from
virtual and physical devices, with fine-grained control of storage within DPX across multiple storage
technologies and locations (it is possible also to direct backups to cloud or to a secondary DPX
appliance). De-duplication and compression are employed to ensure efficient use of storage capacity,
and snapshot version control management allows point in time migration and recovery actions to be
taken.

DPX Rapid Recovery allows a VM to be brought back online before full recovery has been completed
because the hypervisor can reference the VM volume(s) directly from DPX storage while restoration
into hypervisor storage is ongoing. Additionally, the DPX appliance can work on an agentless basis
(something not supported by other migration platforms), including when working with VMware and

Hyper-V.

Ransomware attacks have had a very high profile in recent years, and mitigation against these attacks
must be regarded as a key priority for any enterprise. Security is a key capability within the DPX
architecture and access to all data protected and stored by DPX can be made subject to ownership of

specific DPX user access rights.

The DPX scheduler supports a wide variety of scheduling options, allowing critical jobs to be
configured with specific priority within the DPX scheduler such that they are always completed in
preference to lower priority work.

The DPX appliance supports integration with any block, object, file, NAS, tape, and cloud storage
domains within your network. DPX is a completely storage-independent solution leveraging on-
premises heterogeneous storage in addition to cloud storage. All backup and recovery functions
including application-consistent backup and recovery of specific applications (e.g. Microsoft@®) SQL,
Microsoft@®) Exchange, Microsoft@®) SharePoint, Oracle®)) are performed using the centralised DPX

management console.

Hyperscalers Catalogic DPX Enterprise Data
- Protection / Migration
Storage Servers + DPX / vStor — Appl;;ncf
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Figure 2 Catalogic DPX enterprise compatibility matriz

In this reference guide we will demonstrate the ability of the DPX appliance to backup, restore and
migrate your servers — physical and/or virtual, file system shares, and applications as applicable. We
will also demonstrate various types of data recovery operations such as recovering files, applications,
and servers. The advanced features of the software offer the fastest possible recovery times. This
includes gaining access to your data almost instantaneously and recovering the servers from complete
loss in a matter of minutes. Optionally, you may further archive your backups to S3-compliant cloud
storage.

Audience and Purpose

This document is intended for Engineers, Sales Engineers, and IT Operations personnel.

The purpose of this document is to describe the technical deployment of Catalogic DPX and vStor
software elements as an appliance. These two elements provide the core capabilities of the DPX
appliance and enable all back-up, restore and migration operations. The integrated DPX / vStor
solution offers a single dashboard to manage the backup, restoration, and migration of customer data
irrespective of the source: virtual, physical, or distributed across the network,

Ultra-Dense Extreme Performance and long-term data retention is achieved with DPX and vStor
situated on Hyperscalers storage servers, which can additionally support replication across the
network to provide redundancy of all backup / snapshot data.

The storage server model referenced in the context of this technical documentation is a S5P (T22P-

4RU)BI however this can be replaced with 2 Rack Unit S5XQ (D53XQ-2U) and 1 Rack Unit S5X
(D53X-1U) storage servers based on operational use cases.
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These include:

e  Agentless Backup/restore/migration and data retention
e Agent based Backup/Restore and data retention

e DBareMetal Recovery

o Network Attached Storage integration

e Cloud integration

Object Gateway N m
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@ * & BACKBLAZE
CePN  Amazon 53
NDMP NAS
- > | I I . MINIO ficLoubian
I N .
_ BareMetal Recovery . 800 server
Physical Machine ORACLE
o Dackup/Restore [ Catalogic client software ]I H) SharePoint
—_— sl
Windows
l .
7]
g Agentless... VM ‘ redhat
[{+]
I icroson COE
g mi e PSUsE.
;‘_

DPX enterprise data protection / migration appliance

VMware ESX 7.0 Update 3 (Hypervisor)

S5P Dual Node — 4U

Management Network

Figure 3 System architecture for Data Protection using DPX
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Documents, Knowledge Base, and Technical Support

Hyperscalers reference architectures and appliance / solutions demonstrations are available at:

https: //www.hyperscalers.com /QCP-hyperscale-rack-solutions [4

For technical queries regarding this document and for managing virtualized, mobile, and cloud
technologies, you can contact Hyperscalers technical support at support@hyperscalers.com

A Catalogic MySupport account is required for access to the documentation and software download
materials. This can be requested at: https://mysupport.catalogicsoftware.com/request.php

Technical personnel responsible for maintaining Catalogic Software products including DPX are
entitled to a MySupport account. Your must have a paid support contract to access MySupportl®l. If
you do not have a personal login, please submit your request below and Catalogic Software Technical
Support will evaluate your request and create a new account for you.

Catalogic software has a knowledge base for support tickets and compatibility guide for DPX at:

https://kb.catalogicsoftware.com/

In addition to the official product documents and Catalogic Software Knowledge Base, you can
contact Catalogic  Software = Data  Protection  technical  support via  email at:

DPsupport@catalogicsoftware.com

Features of DPX enterprise data protection

The DPX enterprise data protection appliance is a solution for critical data backup and restoration in
a production environment without intervention to workload performance. It provides extended periods
of backup data retention with fine-grained restore version control.

The appliance has the below core capabilities:
1. Reliable and secure backup that just works
2. Built-in, proactive ransomware protection
3. Rapid and granular recovery when you need it
4. Low cost, easy to understand licensing and storage model
5. A first-class technical support team

DPX 4.8 Agentless backup for virtual environments is enhanced to include “single file recovery” that
supports restoration of specific files or directories from VMware and Microsoft Hyper-V agentless

backups.

e Single file recovery so admins can now restore specific files or directories from VMware and
Microsoft Hyper-V agentless backups

e  Support for protecting data attached to SATA and NVMe controllers for VMware

e  Option to run full backups of VDI VMs

Enhancements to vStor storage pool: Our software-defined backup appliance, including appliance
configuration via the HTML5 interface, replication management, and S3 Object Lock for protecting

cloud backups against early deletion and ransomware.

e Software appliance configuration via the new HTML5 user interface of DPX
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bandwidth, and ability to prioritize volume replication

e Amazon S3 Object Lock to set compliance and governance modes for cloud object storage.
Once data is archived to the cloud, it cannot be modified or deleted, even by an
administrator, protecting cloud backups against early deletion and providing an extra layer of
protection against ransomware and data loss

More cloud storage backup and archive targets are available including Backblaze B2 Cloud Storage
with S3 Object Lock, and Amazon S3 Glacier and Glacier Deep Archive support.

e Backblaze B2 Cloud Storage provides low-cost and high-speed cloud object storage with low
data egress fees for storing DPX backups. Support for Backblaze B2 includes the ability to set
S3 Object Lock modes and retention time

e Amazon S3 Glacier and Glacier Deep Archive supports adds the ability to lower Amazon S3
storage costs for data protection if rapid access or recovery times or backup data are not as
critical

e S3 Object Lock for all cloud storage targets that support it, along with bandwidth throttling
for cloud storage targets to limit or control the amount of bandwidth backups can use,
typically during business hours or for slow links

Important Considerations

The DPX and vStor is deployed and configured on S5P-4RU with 2 independent server nodes and a
dedicated management and data network interface. There are some important consideration or pre-
conditioning required for the installation of DPX and vStor.

1. Install the hypervisor to the Bare Metal. Either Hyper-V or VMware can be used based on
the majority client machine hypervisor. This will improve the connection and throughput of
DPX with clients
Example: If majority of the clients that require data protection in the datacentre are VMware,
then choose VMware as the hypervisor for the DPX and vStor installation.

2. VMware based hypervisor require VMware tools to be installed on all the VMs that are
taking part in the data protection.

3. DPX requires a proxy server to connect agentless with clients on different subnets and this
proxy server can be DPX master itself.

DPX requires iSCSI controller and LVM related packages installed in all the clients.

5. Firewall settings in the clients, DPX and vStor to be verified as per
https://kb.catalogicsoftware.com /s /article /000005004 /en-us

6. DPX requires all the block devices in LVM partition with at least 10% free disk for snapshot
and backup. i.e., volume group size to be 10% larger than the logical volume. This is not

required for agentless backup /restore.

7. SSL certificate by a certified authority is required to attach a custom endpoint to DPX for
storage and for backup.

8. Linux Change Journal Requirement. Change Journal installation requires that the following
components are on any DPX Linux client: make, compiler, kernel-devel package.
Note that RHEL 6.7, CentOS 6.7, RHEL 7.x, CentOS 7.x, SLES 11 SP4, and SLES 12.x and
later do not use the change journal driver; therefore, the Linux change Journal Requirements
are not required for those Linux flavours.

9. The drives used for data-pool in vStor must be formatted and create a new empty Sun disk
label using “fdisk” command. This will enable the drives to be recognised by the vStor
dashboard.
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Digital IP Appliance Design Process

Hyperscalers has developed a Digital- IP-Appliance Design Process and associated Appliance
Optimizer Utility which can enable the productization of IT-appliances for Digital-IP owners needing
to hyperscale their services very quickly, reliably and at a fraction of traditional costs.

Appliance Optimizer Utility AOU

The Appliance Optimizer Utility (AOU) automates the discovery of appliance bottlenecks by pinging
all layers in the proposed solution stack. A live dashboard unifies all key performance characteristics
to provide a head-to-head performance assessment between all data-path layers in the appliance, as
well as a comparison between holistic appliances.

Custom One-Time IP Appliance
Engineered Approach Design Process

T . —_
Standardize your IP P

Hyperscale your IP

5o
B

Facilities Intra

0ddnt pue seAIes

1. Figure J Digital IP-Appliance Design Process

Infrastructure Setup

Hyperscalers have identified the hardware configurations that can be categorised based on the
customer use cases as the below. DPX enterprise appliance to back up the datacentre storage and
long-term data retention can be deployed in any of these high performance ultra-dense storage servers.

1. Storage intensive DPX appliance
2. Balanced performance DPX appliance
3. Space optimized DPX appliance
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Storage intensive DPX appliance (High storage needs)

UPTO 1.4 Petabytes

()

~escssnesy;

Balanced performance DPX appliance Space optimized DPX appliance (1 Rack
(Scalable and flexible storage needs) Unit ultra-dense storage needs)
UPTO 216 Terabytes UPTO 78 Terabytes

intel
XeON

PCI>>
EXPRESS
4.0

Storage Intensive DPX appliance configuration

Hardware Description

Server Model Ultra-Dense Extreme Performance Storage server S5P (T22P-4U dual Node option)

CPU 2x Intel(R) Xeon(R) Bronze 3206R CPU @ 1.9GHz 8 cores

Memory 8x 32 GB Samsung at 3200 MT/s

Storage Card 1x LSI Logic / Symbios Logic SAS3008

0OS SSD 2x SAMSUNG MZ7LH240HAHQ U.2 SATA 2.5” 240GB
PClIe SSD 1x Samsung PM1735 HHHL NVMe SSD
Hard drive 70x Seagate ST4000NMO0023 4TB Constellation ES.3 HDD 3.5" 7200RPM SAS

Network Card | 1x Dual port Intel XL710 for 40GbE QSFP+
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Hypervisor

VMware ESXi 7.0U3¢-19193900-standard (VMware, Inc.)

Balanced performance DPX appliance

Hardware

Description

Server Model

Ultimate Resilience and Scalable Storage server S5XQ (D53XQ-2U)

CPU

2x Intel®) Xeon@®) Silver 4310T Processor 10c 3.40 GHz 2.30 GHz 15 MB

Memory 4x DDR4 25600 (3200Mhz) 32GB Register Samsung M393A4K40DB3-CWE
0OS SSD 2x M.2 2230 PCIe NVMe 250GB Samsung (For OS 250 GB DWPD < 1)

PClIe SSD 1x Samsung PM1735 HHHL NVMe SSD

Hard drive 24x 4TB 2.5" SEAGATE BARRACUDA ST4000LM024 15mm SATA III 6Gb/s

Network Card

1x Dual port Intel XL710 for 40GbE QSFP+

Hypervisor

VMware ESXi 7.0U3¢-19193900-standard (VMware, Inc.)

Space optimized DPX appliance

Hardware

Description

Server Model

Rack Space Optimised Storage server S5X (D53X-2U)

CPU

2x Intel®) Xeon@®) Silver 4310T Processor 10c 3.40 GHz 2.30 GHz 15 MB

Memory 4x DDR4 25600 (3200Mhz) 32GB Register Samsung M393A4K40DB3-CWE

0OS SSD 2x M.2 2230 PCIe NVMe 250GB Samsung (For OS 250 GB DWPD < 1)

PCle SSD 1x 2.5" U.2 NVMe 7Tmm PCI-e Gend X4 3.84TB Samsung PM9A3 MZQL23T8HCLS
Hard drive 11x 4TB 2.5" SEAGATE BARRACUDA ST4000LM024 15mm SATA III 6Gb/s

Network Card

1x Dual port Intel XL710 for 40GbE QSFP+

Hypervisor

VMware ESXi 7.0U3¢-19193900-standard (VMware, Inc.)

Both the DPX and vStor software involved in datacentre storage protection are deployed in two

Virtual Machine Instances within the VMware hypervisor mentioned above.

DPX Master Virtual Instance:

Guest OS:
Compatibility:
VMware Tools:
vCPUs:
Memory:

Host name:
Hard disk 1:
Hard disk 2:

CentOS 7 (64-bit)

ESXi 6.5 virtual machine and above
Yes

4

16 GB

dpx-master-4-8-0

70 GB

200 GB

vStor Virtual Instance:

Guest OS:

CentOS 7 (64-bit)

Compatibility: ESXi 6.5 virtual machine

Operating from: AUS | USA | India | UK and NZ
www.Hyperscalers.com
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VMware Tools: Yes
vCPUs: 4
Memory: 16 GB
Host name: httpschemas.dmtf.orgovienvironmentl

Cache disk: 2 TB
Hard disk 1: 50 GB
Hard disk 2: 100 GB
Hard disk 3-26: 4 TB

The schematic diagram showing the object data flow through the network with object lock for
ransomware protection of DPX enterprise data protection software is illustrated below.

wg‘:::::::s} ‘ amazon
bucket prevents g = S3
- ransomware from w
tampering with data ‘
— & Backblaze
”
ual * CLOUDIAN

fs
H

a €82 SCALITY

‘ o MINIO

restore from inthe -~ - .
event of an attack : @ wasabi

Figure 5 DPX vStor 53 Object Lock

DPX Agents Immutable copies to Ly

DPX enterprise data protection appliance

The DPX master and vStor server are connected to the data network which can communicate with
the clients in the same network. The firewall settings of the clients and DPX are setup as mentioned
in the important considerations section above. The term clients in this regard include virtual

machines, physical machines, Hyper-V servers, VMware ESXi, NAS, and custom storage cloud
attached in the data network.

This will allow a data path for the back/restore/migration across the clients and DPX. Different
network protocols are used to establish a connection with DPX: The object Gateway is used to
connect AWS or custom cloud for storage and backup, NDMP is used for NAS and fileserver
attachment to DPX, iSCSI is used for agentless and Catalogic client software-based data protection to
the clients.

The storage server is provided with a PCle NVMe in passthrough mode to enable it to be consumed
as vStor cache disk. This improves the data storage throughput. All the SAS drives are attached to
the vStor virtual machine instance to be used as a data storage pool. The DPX virtual machine acts
as the interface to connect all the clients with the vStor storage enabling data backup to the vStor
and data restore from vStor back to the clients.

The appliance is tested to backup and restore the data into its original client location and to a
different client based on their operating system compatibility. Functional testing of the VM migration
between different clients are tested to a file level. Other features of DPX appliance include scheduling

backup, setting up role-based access control, encrypting the data, compression and deduplication of
13| Page
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protection jobs.

Access and Default Credentials

LaaS is the world's first. Enabling our partners and their SMB and SME customers to test-drive
various Provider-Optimized, Software-Based appliances aka Hyperscale-Appliances live through the
internet with the view of systematically determining the right solution for their business. Each
appliance available on LaaS consists of the full stack: From network, storage, compute to various
software layers built to a set of best practices enabling our partners’ cloud applications to be verified
and benchmarked at scale. LaaS is offered as a complementary service, partners must register to
access any of these appliances running live from Hyperscalers. Please contact info@hyperscalers.com
for LaaS.

DPX HTML5: Default login as “dpxadmin” using the default password of “dpxadmin”.
DPX JAVA: Default login as “dpxadmin” using the default password of “dpxadmin”.
vStor: Default login as “admin” using the default password of “admin”.

Please change the default passwords during the first login.

Terminologies
There are specific terms used in this technical document and they are explained below: !

Master Server (Appliance): A server that contains the DPX product, including the catalog and
modules that control media management, scheduling, and distributed processing. This is deployed in
the form of a VMware OV A or Hyper-V template and may be referenced as the DPX Master, DPX
Master Server virtual appliance, or DPX virtual appliance.

Device Server: A node to which one or more storage devices (tape, VTL, disk) are attached.

Management Console: A graphic user interface with visual methods for performing product

functions.

Basic Client: A computer that contains the data, applications, and operating systems that are
protected at file level.

DPX Block Data Protection (Block Backup): A protection and recovery model that
comprehensively backs up open systems such as Windows and Linux to disk-based storage using
Catalogic Software's block-level agent. Features include block-level incremental snapshot technology,
Instant Access and Instant Virtualization, source and target side data reduction, Bare Metal
Recovery, and application recovery. DPX Block Data Protection supports the following features:

¢ DPX Open Storage Server (OSS; formerly called AROS or DOSS): A computer that
can store protected data on local or attached disk storage. This is one destination for Block
backups. This feature applies to DPX 4.2 and later.

e DPX Client: A computer that contains the data, applications, volumes, and operating
systems that are protected with Block backup.

e Bare Metal Recovery (BMR): A feature that provides point-in-time server recovery of a
DPX Client using Block backups.

e Application Recovery: A DPX Block Protection feature that rapidly recovers data from
Microsoft SQL Server, Microsoft Exchange, and Oracle.
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e Instant Access (IA): A feature that provides instantly writable access to data and
application recovery points. A Block backup snapshot is mapped to a target server where it
can be accessed, copied, or put immediately into production use as needed.

e Instant Virtualization (IV): A feature that enables customers to create a virtual machine
in an ESXi server from any recovery point on any Windows and Linux physical or virtual
server. IV creates a virtual machine in the virtual machine host without restoring data from
the selected recovery point. This operation does not physically transfer data to the virtual
machine and makes it possible to complete a disaster recovery operation of a physical or
virtual server in minutes, without recovery storage requirements.

e Full Virtualization (FV): A feature that enables customers to create a virtual machine in
an ESXi server from any recovery point on any Windows and Linux physical or virtual
backed up instance. F'V creates a virtual machine in the virtual machine host that contains a
clone of the backed-up server. If the backed-up server is physical, FV performs a physical-to-
virtual (P2V) operation.

e VMware Backup: A feature that exploits VMware vStorage application programming
interface for data protection and Change Block Tracking to enable off-host backup of vSphere
virtual machines through DPX proxy servers, eliminating the need to install and run a backup
agent on virtual machines or ESXi servers.

e Hyper-V Backup: A feature that allows for the off-host backup and the restoration of
Microsoft Hyper-V virtual machines to a primary backup destination such as the vStor
Server.

vStor Server: A physical or virtual appliance that can serve as your DPX primary backup

destination. vStor servers can store with Block, Hyper-V, or VMware backups.

SAN Device Server: A device attached to Storage Area Network. Catalogic Software supports any
combination of UNIX, Windows, NetWare/OES, Linux, and NDMP/NAS in a SAN.

Image Backup for seeding: A technology used to transfer a Block Backup base to a remote
location via tape. This is useful for initiating the Block Backup relationship when nodes exist across
low bandwidth WAN links.

Application Interfaces: A set of features that interface with Microsoft Exchange, Microsoft SQL
Server, Microsoft SharePoint, Oracle, IBM DB2, IBM Lotus Notes, Novell (Micro Focus) GroupWise,
and SAP R/3.

NDMP Backup: A feature that uses Network Data Management Protocol (NDMP) to coordinate
backup and restore operations between NDMP compliant devices using vendor-specific data formats.
NetApp supports DUMP and SMTAPE data formats. Other vendors may support TAR or other data
formats. Vendor data formats are proprietary, thus restore operations must be performed to systems
like the backup source.

3 BASE PRODUCT DEPLOYMENT

This section details the various steps involved in deploying the DPX and vStor appliance in the data
network. The steps include Installation of VMware, Importing the DPX and vStor virtual machines,
Configuring the storage, and configuring the clients.

Installation of VMware

Register to the VMware portal and login with your credential. Download the VMware Hypervisor

ESXi from the link https://customerconnect.vmware.com/en/web/vmware/evalcenter?p=free-esxi7
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Use Rufus or BalenaEtcher to create bootable flash drive.

ﬁ balenaEicher

VMware-VM...86_64.iso Kingston ...5B Device

Figure 6 BalenaEtcher to create bootable flash USB

sEHYPER

SCALERS

Connect the bootable flash USB to the Storage server and install the VMware 7.0.3c as shown below.

Note: Make sure that the BIOS settings enable the High-Performance profile to achieve the best
performance. You can do it by navigating to BIOS-> Socket Configuration -> Power and

Performance Profile -> High Performance option.

Change the boot order in the BIOS to boot from the USB drive. Ensure that the boot mode is set to

UEFI, and the secured boot is turn off to install the OS from flash drive.

Save the changes to the BIOS and reboot the server. The installation is initiated from the USB, and

you will see an example screen as below.

Consult the VMuare Compatibility Guide at:
http://uuu.vnuare .con/resources/conpat ibility

Select the operation to perforn.

Helcome to the YMuare ESXi 7.0.3 Installation

VMuare ESXi 7.0.3 installs on most systems but only
systems on VMuare”s Compatibility Guide are supported.

Figure 7 Confirm Vmuware installation

16| Page

Operating from: AUS | USA | India | UK and NZ Headquarters HQ Address: 10-65 Tennant Street

www.Hyperscalers.com

Fyshwick, ACT Australia


mailto:info@hyperscalers.com
http://www.hyperscalers.com/

p+611300113 112 Solving Information Technology’s
Complexity

e info@hyperscalers.com
[
(ESC) Do not Accept (F11) Accept and Continue
|

Figure 8 VMware License Agreement

YMuare Virtuval disk (mpx .vmhbal:CO:TO:LO)

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue
="~

Figure 9 Choose an installation drive

US Default

(Esc) Cancel (F9) Back (Enter) Cont inve

Figure 10 Choose a keyboard layout
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Please enter a passuword.

(Esc) Cancel (F9) Back (Enter) Continue

Figure 11 Set a password for root user

(Esc) Cancel (F9) Back (F11) Install

Figure 12 Confirm drive formatting

Figure 13 VMuware installation in progress

Remove the installation media before rebooting.

(Enter) Reboot

Figure 14 Installation complete and reboot
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Figure 15 Reboot in progress

After the installation of VMware ESXi, press F2 to customise the system and setup a static IP
address to the dashboard.

Figure 16 Customize VMuware network settings

Authent ication Required

Passuord:

Figure 17 Login for authorization
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System Customization

Conf igure Passuord
Conf igure Lockdoun Mode

Restart Management Network
Test Managenent Network
Network Restore Dptions

Conf igure Keyboard
Troubleshoot ing Options

View System Logs
View Support Information

Reset System Configuration

Solving Information Technology’s s ‘g HYPER
Complexity %% SCALERS

Conf igure Management Netuwork

Hostnane :
localhost

onf igure Management Netuwork IPv4 Address:

169.254.6.94

IPv6 Addresses:
feB0: 250 :56FF : fe94:72dd/64

To view or nodify this host”s management network settings in
detail, press {Enter:.

Figure 18 Configuring the management network

IPv4 Conf iguration

This host can obtain netuwork settings automatically if your netuork
includes a DHCP server. If it does not, the following settings must be
specified:

( ) Disable IPv4 configuration for management network
( ) Use dynanic IPv4 address and network configuration
(o) Set static IPv4 address and network configuration:

IPv4 Address [ 192.168.18.97
Subnet Mask [ 255.255.0.0
Default Gateway [ 192.168.18.1

<Up/Doun> Select <Space> Mark Selected <Enter> 0K <Esc> Cancel

Figure 19 Setting the static IP for VMuware

Open a browser in any machine connected to the same network to access the VMware ESXi Host

machine’s dashboard as shown below.
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User name

Password

C Y A Notsecure | hitps://192.168.18.97/ui/#/login

vmware  ESXi

Figure 20 VMuware dashboard login

<« C Y A Notsecure | hps//192.168.18.97/ui/#/host

e % O»O0@ :

rool@192.168.18.97 ~

| Hep v |

Q search

vmware ESXi”
[“E‘ Navigator ] ” (3 tocalnost.nyperscalers.com
Manage () GetvCenterServer | {3 Create/Register VM | [Jg Shut down [85 Reboot | (& Refresh | i} Actions cru FRES:Z81 Gz
e localhost hyperscalers.com USED: 1.3GHz CAPACITY: 204 GHz
Versian 7.0 Update 3 [y

~ (51 Virtual Machines 2 State. Momal (1ot connected to any vGenter Server) - o
‘ Uptime: 08 days USED: 308458 CAPACITY: 265,64 CB
~ f DPX-master
Moritor sToRses FREE: 276,43 GB
More VMs. useo:s2secm CapacrTy. 319 6B
B storage
Networkin
a o @ You are currently using ESXi in evaluation mode. This license will expire in 24 days.

FREE: 225 GB

» [y Virtual flash

5.11 GB uzed, 119.75 GB capacity

[~ Hardware [+ configuration
Manufacturer Quanta Cloud Technology Inc. Image profile ESXI-7.0U3c-19193900-standard (VWware, Inc.)
Model QuantaPlex T22P-4U vSphere HA state Not configured
» @ cPu 16 CPUS x Intel(R) Xeon(R) Bronze 3206R CPU @ 1 90GHz » vilotion Supported
. \emory 255.64 GB

[~ system Information

Datetime on host

Tuesday, July 05, 2022, 13:07:02 UTC

ol ME Install date: Thursday, May 26, 2022, 12:44:10 UTC
Hostname localhost hyperscalers.com Asssttag T be fled by O.EM
P adaresses 1m0 192.168.16.57 Serial number QTFCYG1220048
2. VmKO: feB0: 3efd Tef facs: 1258
BIOS version 3805
DNS servers PRRRRI
BIOS release date Monday, February 17, 2020, 11:00:00 +1100
28888
Default gatewiay 192168 18.1 [~ Performance summary last hour
1Pu6 enabled Yes
@ Consumed host CPU
e
Recent tasks 5]
Task ~ | Target ~ | Initistor ~| Queued ~ | Started ~| Resulta ~ | Completed v ~
[p—— &1 om oot oTsiz0z2 23004 07052022 2300348 © Gompetea suosesstuty 070812022 30048
Destroy & 0P ot onsiz0z2 230657 70512022 220857 @ Completed successiuly 70512022 230857

Figure 21 VMware host dashboard

For the DPX agentless backup and restore, the host machine needs to have an iSCSI controller
enabled. Navigate to storage in the VMware dashboard and select the configure iSCSI option. Choose
to enable the iSCSI controller and save. This will enable the iSCSI Software Adapter and verify the

status is Online as shown below.
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<« G Y A Notsecure | heps//192.168.18.97/ui/#/ho: age/adapters ® % O » 0@ :
vmware EsXi 0ol@192 1681897 v | Hep~ | (Gl -
['1:_' Navigator + || B wwcainostnyperscaters.com . storage ]
~ [ Host Daiastores | Adapters | Devices  Persistent Memory
Manage
. S| B sotwareiscs! 5 Rescan | @ Refresn (@ searcn
B Virtual Machines | e ~ | Model - Status ~ Driver -
~ @ DPXmaster - vmhba0 Lewisburg SATAAHCI Controller Unknown vimw_ahci
Monitor . vmhbal Lewisburg SATA AHCI Controlier Unknown vmw_ahci
More VMs... - vmnba2 Fusion-MPT 12GSAS SAS3008 PCI-Express Unknown Is_msgpt3
B vinhbacd iSCSI Software Adapter Oniina iscsi_vmk
¥ vmhbas4 atems
More storage...
@ Networking [ 1] = configure iSCSI
1SCS1 enabled ) Disables @ Enableq
» Name & alias g 1998-01 com vmuware:Tocalhos! hyperscalers com 85368055164 (ises_vmk)
» CHAP authentication T
» Wutual CHAP authentication T
» Advanced settings Click to expand
Netwark port bindings o Add port bincing
Viikernel NIC | Pot group «| 1Pva sadress -
No port bindings
Static targets 8 Add static target Q Search
Target v Address | Port v
No stafic targets.
] Recent tasks I~
Task Dynamic targsts 88 Add dynamic aroet Q search ~ Completsd v -
[T —— e Sl 2 by oSz 222202
Updta Itarn S drmamis el ay oreszez: 23220
upsta Sotws by oreasez 231088
Deswoy orosazz 23005
Pawer GrVIA Save configuration || Cancel | bus, oSz 230048
Rescan Al Hba = s orosiane 232204

Figure 22 Enabling the iSCSI controller

Importing the DPX and vStor virtual machines

Both the DPX and the vStor are packaged as “*.ova” files with all the necessary configuration and
dependency packages. Import both these ova files into the VMware Virtual machine section as shown
in the steps below.

are
[“T.:.f‘ Navigator 0 ] [I) localhost.hyperscalers.com
Manage () GetvCenter Server | 1 Create/Reagister VM | Shut down [Bg Reboot | (@ Refresh | &£} Actions
Monitor localhost.hyperscalers.com
Wersion: 7.0 Update 3
- E—;_| Virtual Machines m State: Mormal (not connected to any vCenter Server)
» & |3 Virual machines Uptime: 0.82 days

‘& Create/Register VM
~ = stol

%l Open in new window

Figure 23 Create a new VM in VMuware
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& C Y A Notsecure | kips//192.168.18.97/ui/#/host

1 New virtual machine

v (ECTEITI  Select creation type

2 Select OVF and VMDK files How would you like to create a Virtual Machine?
3 Select storage

4 License agreements - .
_ Creste 3 new virual machine T_hls option gumes you through the process of creating a
5 Deployment options virtual machine from an OVF and VMDK files.

6 Additional settings Deploy a virtual machine from an OVF or OVA file

7 Ready to complete . - ) :
Register an existing virtual machine

Figure 24 Deploy the VM from ova template

€« C Y A Notsecure | hitps//192.168.18.97/ui/#/host 2 % O % 0O

Home  Share  View

& 5 v 1 [« Technologies » Catalogic-DPX » VMWARE-master v B Search VMWARE-master

Kubemetes-clustering A Name Date modified Type

4 New virtual machine - DPX Master ot [) oPx-420-263.00a M OVA File
@ OneDrive [ vstor-4.8.0-230.0va A OVA File
+ 1 Select creation type Select OVF and VMDK files

= - ers.

BECEE LA LA Select the OVF and VMDK fles or OVAfor the VM you would ike to deploy & OneDrive - hyperscalers.com

3 Select storage | B spe

SO Enter a name for e virtual machine. 2 30 Objects

5 Deployment options

6 Additional settings

7 Ready lo complete

| DPx-Master 1 Desitop

Virtual machine names can contain up to 80 characters and they must be uniquel [ Documents
2 items

Click to select files or drag/drop

Cancel

Figure 25 DPX master ova uploading
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91 New virtual machine - DPX-Master

¥ 1 Select creation type Select storage
+ 2 Select OVF and VMDK files

£ 3 Select storage

4 License agreements
L Persistent Memaory
5 Deployment options

6 Additional settings Select a datastore for the virtual machine's configuration files and all of its' virtual disks.
7 Ready to complete

Select the storage type and datastore

Name ~ | Capacity « | Free ~ | Type ~ | Thin pro... ~ | AcCcess
data 2235 GB 186.93 GB VMFS6 Supported Single
datastore1 955 GB 8952 GB VMFSE Supported Single

2 items

[ Back H Next ‘ Finish Cancel

4

Figure 26 Assigning storage to the VM

91 New virtual machine - DPX-Master

¥ 1 Select creation type License agreements
+ 2 Select OVF and VMDK files
+ 3 Select storage

End User Eula Agre...

5 Deployment options

6 Additional settings

7 Ready to complete CATALOGIC SOFTWARE, INC.

SOFTWARE LICENSE AGREEMENT (AND AGREEMENT REGARDING RELATED SERVICES)

This Software License Agreement (“SLA™) is a legal agreement between you (either an individual or an entity,
1. CONTROLLING LAMGUAGE. The comtrolling language of this SLA will be English. Les parties aux presentes col
2. SCOPE. The term “software™ as used in this SLA means the computer software copy contaimed in the package
3. LICENSE AND SERVICE PROVISIONS. {(a) Grant of License. Subject to the terms and conditions of this SLA, G
{b} Trial versions. If the Software was provided to youw on a no-charge basis pursuant to a Catalogic trial |
{c} Professional Services. This SLA shall alsc apply to any Maintenance (as herein defined), support, train:
{d} Further Requirements. Customer represents that it has complied with any regulaticns or registration pro
4, COPYING AND TRAMNSFER OF COPIES TO OTHER COMPUTERS OR PERSONS. (a) Genmeral. Except as provided in this se
(b} serialized versicns. Software may be provided by cCatalogic in a "serialized” form, which may regquire a !
{c} Unserialized versicns. Catalogic may provide versions of the Software which it has designated as “unser:
{d} Authorized Cluster Configurations. If the applicable Software licensing configuration has been authori:
{e} Archival Backup. You may make archival copies of the Software (other than Trial version Software) as re
(f} authorized Transfers. You may request permission from Catalegic for a transfer of the Software or this !
{g) secured Parties. If you grant a security interest in the programs andfor any resulting Professional ser
S. PERMITTED USE AND ADDITIONAL RESTRICTIONS ON USE. You may use the Software soclely as authorized by Catal
{a} Notices and Legends. You will not remove any product identification, copyright notices, or other notice:
(b} Application Service Provider and Like Uses. You will not make the Software available for commercial tim

e Pamiustios Daebe Ve will omed Franclazds se osbhaewdcs mesnzes oo Asediosdios weebe ksead se fha Cafdome

Read and accept the license agreements

Back MNext Finish

Figure 27 VM license agreements
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1 New virtual machine - DPX-Master

+ 1 Select creation type Deploymenl OpliOFIS
+ 2 Select OVF and VMDK files Select deployment options
+ 3 Select storage
+ 4 License agreements

hd 5 Deployment options R A T VM Network | VM Network -

6 Additional settings
7 Ready to complete Disk provisioning @ Thin O Thick

Power on automatically

Back Next Finish Cancel

A

Figure 28 Network selection and disk provisioning

91 New virtual machine - DPX-Master

¥ 1 Select creation type Additional settings
¥ 2 Select OVF and VMDK files Additional properties for the VM
+ 3 Select storage

+ 4 License agreements
+ 5 Deployment options

6 Additional setfings Hostname dpx-master-4-8-0 [ ]

7 Ready to complete ) ) )
» Connection Configuration Click to expand

+ Hostname Configuration

+ Keyboard Language Configuration

Keyboard Language | us | (i ]

+ Timezone Configuration

Timezone |Australia.f8ydn ey | i

Back Next Finish Cancel

]

Figure 29 Hostname and timezone setup
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31 New virtual machine - DPX-Master
¥ 1 Select creation type Ready to complete
¥ 2 Select OVF and VMDK files Review your settings selection before finishing the wizard
+ 3 Select storage
+ 4 License agreements
Product DPX Master S
+ 5 Deployment options rocue aster server
+ 6 Additional settings VM Name DPX-Master
Ld 7 Ready to complete Files dpx-master.core-r480-483 svc-7.3.10.infra-3.3.0-disk1.vmdk

dpx-master.core-r480-483.svc-7.3.10.infra-3.3.0-disk2 vmdk

Datastore data
Provisioning type Thin
Metwork mappings VM Network: VM Network
Guest OS5 Name CentOS 7 (64-bit)
+ Properties
Hostname dpx-master-4-8-0

Network IP Address

Network Prefix

Default Gateway

DNS Servers

Keyboard Language us

Timezone Ausiralia/Sydney

Back MNext Finish Cancel J

Figure 30 DPX VM creation summary

¥ New virtual machine - v Stor

¥ 1 Select creation type Ready to complete

¥ 2 Select OVF and VMDK files Review your settings selection before finishing the wizard

+ 3 Select storage

+ 4 License agreements

+ & Deployment options Product vster

+ 6 Additional settings VM Name vStor

4 7 Ready to complete Files vstor-master.dist-4.12.4.infra-2.2.2-disk1.vmdk

vstor-master.dist-4.12 4.infra-2 2 2-disk2 vmdk

Datastore data
Provisioning type Thin
Network mappings VM Network: VM Network
Guest O35 Name CentOS 7 (64-bit)
~ Properties
Hostname vstor-4-8-0

Network |P Address
Network Prefix

Default Gateway

DNS Servers
Keyboard Language us
Timezone Australia/Sydney

Back Mext Finish Cancel

4

Figure 31 vStor VM creation summary

The above steps finalise the DPX and vStor VM importing into the storage server, and they appear in
the Virtual machines section of the dashboard as shown below. “Power On” both the virtual machines.
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localhosthyperscalers.com - Virtual Machines

i Create / Register VM ' Refresh Q Search

(.| Virtual machine ~  Status ~ | Used space v Guest 0S5 ~  Host name ~ | Host CPU ~ | Host memory v

m] & vstor @ Normal 8733TB CentOS 7 (64-bit) hitp: 5. dmtf orgovfenvironm 22 MHz 16.08 GB
m] & DPX-master & Normal 309GB CentQS 7 (64-bit) dpx-master-4-8-0 164 MHz 10.86 GB
Quick filters dIEnS 4

Figure 32 Virtual Machines deployed in VMuware host

Open the DPX VM in a console and use the default credentials mentioned in the credentials section to
login. Change the password according to your preference during your first login.

<« cC O A Mot secure | hitps://192.168.18.97 /ui/#/host/vms/5

T Navigator {55 DPX-master
~ [g Host DPX-master
ENEYR ent05 Linux 7 (Core)
Monitar [Kernel 3.18.8-1168.59.1.el7.x86_64 on an x86_64

= (51 Virtual Machines int: Hum Lock on

& DPX-master

Maonitor

px-master—4-0-8 login: _

More VMs...
~ H Storage
¥ vmhbat4
More storage...

€3 Networking

Figure 33 DPX VM console access

Set the IP address of the DPX to static IP and this will ensure availability of the dashboard even if
the server reboots or network refreshes. This can be done by running the command below. The
network manager tui helps to configure the static IP as shown in the steps below.

1. sudo nmtui

NetworkManager TUI

Please select an option

Fdit a conmection

Activate a commection
Set system hostname

Quit

Figure 34 Network Manager utility
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| Edit Comection |

Profile name Z
SV en=192 (BB:AC:29:95:97:88)

= ETHERNET <Show>
1 IPv4 CONFIGURATION <Manual> <Hide>
Addresses |ErEgRlpnEN:E] <Remove >
<Add...>

Gateway [EFNGEIREN]
DNS servers <Add...>

Search domains <Add...>

Routing (Mo custom routes) <Edit...>
[ 1 Never use this network for default route
[ 1 Ignore automatically obtained routes
[ 1 Ignore automatically obtained DNS parameters

[ 1 Require IPv4 addressing for this commection

= IPv6 CONFIGURATION <Automatic> <Show>

[X]1 Automatically comnect
[X]1 Available to all users

<Cancel>

Figure 35 Setup static IP for DPX

Similarly, login to the vStor VM (use default credentials) and setup the new password. Use the
“‘nmtui” command to setup a static IP for vStor as well as shown below.

CentD3 Linux 7 (Core)
Kernel 4.19.119-3c.el?.=B6_64 on an xB6_b641

localhost login: admin

Password:

You are required to change your password immediately (root enforced)
Changing password for admin.

(current) UNIX password:

New password:

Retype new password:

[adminPlocalhost 15

Figure 36 vStor VM new password setting

< C (0 A Notsecure | kiss//192.168.18.97/ui/#/host/vms/3

T Navigator (35 vstor

B vstor
A Q Host

Manage entD3 Linux 7 (Core)

Moniter [Kernel 4.19.119-3c.el?.x86_64 on an xB6_64
GUI available at https:/-192.168.18.53:89688/

S AVER Al iachines fhttpschemas login: admin
WF vstor
Monitor
» 3 DPX-master
More VMs...
~ & storage
@ vmhbat4
More storage...

€3 Networking

Figure 37 vStor VM console access
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Configuring the storage

Figure 38 vStor VM static IP setting

The storage drives in vStor VM need to be added from the host by setting all the drives involved in
Data protection storage to be set to passthrough mode as shown in the screenshot below.

| [T Edit settings - vstor (ESXi 6.5 virtual machine) I

VM Options:

2 New standard hard disk
2 Existing hard disk

Mew raw disk
Maximum Size

Type
Disk File
Shares

Limit - IOPs

Controller location

3 Add hard disk  ®M Add network adapter Add other device

v @

186.93 GB
Thin provisioned

[data] vstor/ivstor.vmak
Normal ~

Unlimited w~

Save ” Cancel

&

Figure 39 vStor new drives
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Edit the vStor VM and add a new raw disk. This will require the SCSI controllers to be added as a
new hardware to the VM. Add all the necessary hard drives to the vStor VM and restart the VM.

Use the command below and format the drives to the sun partition disk label as shown below. vStor
requires all the drives to be in “sun” disk label to be identified from the vStor dashboard for data pool
creating and exposing as an external storage for the DPX clients to store their snapshots and data
backup.

1.sudo fdisk /dev/sde

[admin@httpschemas ~1$ sudo fdisk sdev/sde

RNING: fdisk GPT support is currently new, and therefore in an experimental phase. Use at your own
discretion.

lcome to fdisk (util-linux 2.23.2).

hanges will remain in memory only, until you decide to write them.
e careful before using the write command.

ommand (m for help): s

uilding a new Sun disklabel.

artition 1 of type Linux native and of size 1.7 TiB is set
artition 2 of type Linux swap and of size 47.1 MiB is set
artition 3 of type Whole disk and of size 1.7 TiB is set

ommand (m for help): w

Figure 40 Formatting the drives for Data Pool creation

Login to the vStor dashboard using the IP address of the vStor machine and follow the below steps.

€ c O A 5//192.168.18.137:890( 1=%2F F D%252Fd: * O» 0@ :

7

Figure 41 vStor dashboard

Navigate to the storage section of the vStor and select add disk. Click on the expand pool to add all
the hard drives to the data pool. You also have the feature to add spare drives in case some of the
drives fail in the data pool and this will maintain redundancy and high availability of the storage pool.
Click on the Cache disk to improve the speed of data storage and access by internal journaling. You
can also separate the logs in the log disks to protect the logged data.
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« C Y A Notse itpas//192.168.18.53 #/storage = v O » 0@
= vStor
2
a -
2
B ot oo o s stttz covaeens sisss paasts .
a :
2
il ' : 25
Download Logs ® Storage ache og ®Spare
Ve n4.80 Tanee ; o
Figure 42 Adding disks to create a data pool in vStor
e | https://192.168.18.53:8900/#/dashboard ae* O0O@ :
L]
100% ) = 2%

Figure 43 Dashboard monitoring the storage pool created
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C { A Notsecure | hitpsy//192.168.18.137:8900/#/dashboard
= vStor
£ Dashboard
(=] Storage
Ez‘ﬁ Replication
@ St 100% ) = 0%
Health

Health: 100%

Allocated
1.00 1.00
Total Capacity: 844 TB

Allocated: 1.7 MB
Free:84.4TB

GEL LN o DGO Backup Storage Trend week -

100 7B

5078

Download Logs 0

0 @

Version 480 &

Figure 44 Storage pool health and compression ratio visualization

After creating a data-pool, the vStor dashboard looks like above. These steps complete the basic
deployment of DPX and vStor. The tasks accomplished are summarised below.

Task Status Notes

DPX Environment
Setup

Deployed as Hyper-V *.ova

Depl d confi let
eploy and configure | Complete Deployed as VMware *.ova

DPX master server

Deploy and configure Deployed as Hyper-V *.ova

C let
DPX vStor Server omprete Deployed as VMware *.ova
vStor Setup
Configure storage Complete Setup with 24x 4TB SAS drives providing 84.18TB of usable
pool and volume P space

destination on vStor

Configuring the clients
The clients compatible for DPX data protection can be any machine or server among the list below:
Virtual Environments

The clients don’t require an agent to be installed in these environments. You can use Catalogic DPX
Agentless Backup with the following virtual environments:

o  Agentless Backup for VMware
e Agentless Backup for Microsoft Hyper-V
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Operating Systems
Block-level and file-level features are available for major versions of the following operating systems:

e  Microsoft Windows

e (CentOS Linux

e Red Hat Enterprise Linux (RHEL)

e SUSE Linux Enterprise Server (SLES)
e Oracle Linux

e Canonical Ubuntu

File-level features are available for major versions of the following operating systems.

e Debian GNU/Linux

e  Micro Focus Open Enterprise Server (OES)
e FreeBSD

e IBM AIX

Applications and Databases

Block-level and file-level features are available for major versions of the following databases and
applications:

e Microsoft Exchange Server
e  Microsoft SharePoint
e  Microsoft SQL Server

File-level features are available for major versions of the following databases or applications:

e  Micro Focus GroupWise

e IBM Lotus Notes/Domino
e SAP HANA

e SAPR/3

e IBM Db2

Installing the catalogic client software:

For the operating system level block and file backup/restore, DPX catalogic client software needs to
be installed on the OS as shown below.

Stepl: Register an account with https://mysupport.catalogicsoftware.com /request.php

Step2: In the catalogic product page, choose the preferred version of DPX. (DPX 4.8 for this PoC)

Step3: Under the “Client Software Installation” section, choose the preferred OS level client software
(Linux ISO for this PoC)

Step4: Install the LVM2 and open-iSCSI packages on the Linux machine to enable the installation of
DPX client software.
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Catalogic Product Support Page

Please select one of the following products:

DPX 4580
DPX 4.6.1
ECX2.14.0
ECX2120
DPX 450

CryptoSpike and RestoreManager

KODO and vProtect

Figure 45 Catalogic products page

Steph: Ensure the LVM block storage is available for DPX backup, and the Volume Group is set to
10% larger size than the Logical Volume which is required for DPX buffer storage of snapshots.

Install kvpm for the LVM creation with GUI support:

1. cd ~/Downloads
2. wget -c http://archive.ubuntu.com/ubuntu/pool/main/1/1vm2/1iblvm2app2.2_2.02.176-
4.1ubuntu3.18.04.3_amd64.deb
sudo apt-get install lvm2 ./liblvm2app2.2_2.02.176-4.1lubuntu3.18.04.3_amd64.deb
4., wget -c http://archive.ubuntu.com/ubuntu/pool/universe/k/kvpm/kvpm_0.9.10-
1.1 _amd64.deb
5. sudo apt-get install ./kvpm_0.9.10-1.1_amd64.deb

X QEMU (ubuntu-dpx-test) - noVNC - Gocgle Chrome — m) X
A Not secure | htps//192.168.10.27:8006/?console=kvm&novnc=18vmid= 11 58vmname=ubuntu-dpx-test&node=node28iresize=off@lcmd =
CLIV! 3 ninal * ADT Z 8

vm-dpx-backup-test@vmdpxbackuptest-Standard-PC-i440FX-PIIX-1996: ~ QO

sudo apt install open-iscsi

:~$ sudo apt install open-iscsi
Reading package lists... Done
Building dependency tree
Reading state information... Done
wing additional packages will be installed:

The following NEW packages will be installed:
finalrd libisns® open-iscsi
0 to upgrade, 3 to newly stall, © to remove and 132 not to upgrade.
Need to get 400 kB of archives.
After this operation, 2,587 kB of additional disk space will be used.
Do you want to continue? [Y/n] Y
Get:1 http://au.archive.ubuntu.com/ubuntu focal/main amd64 libisns®@ amd64 ©.97-3 [110 kB]
Get:2 http://au.archive.ubuntu.com/ubuntu focal-updates/main amd64 open-iscsi amd64 2.0.874-7.1lubu
ntu6.2 [283 kB]
|Get:3 http://au.archive.ubuntu.com/ubuntu focal-updates/main amd64 finalrd all 6~ubuntu20.64.1 [6,
852 B]
|Fetched 400 kB in @s (938 kB/s)
Preconfiguring packages ...
Selecting previously unselected package libisns@:amd64.
(Reading databis o files and directories currently installed.)

Cancel

Figure 46 Open-iSCSI installation in Ubuntu
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X QemU untu-dpx-test) - ni C - Google Chrome

A Not secure | hitps;//192.168.10.27:8006/7console=kvm&novnc=18vmid=1158vmname=ubuntu-dpx-test&node=node28&resize=off&cmd=
Activities q - 8. A 10

manuals N%)TICES BUILDINFO DPX-4.8.0- DPX-4.8.0- NOTICES. ThirdPartyF

linux-x64- linux-x64- htm iles-Notes.

. htm
Setup - Catalogic DPX 4.8.0 X

Setup - Catalogic DPX

Welcome to the Catalogic DPX Setup Wizard.
A,

X |G
Xt
] DPX_r480.

P_
3a
g

Forward Cancel

Figure 47 Catalogic client software setup

X QEMU {ubuntu-dpx-test) - noVNC - Google Chrome - m] ®
A Not secure | kips//192.168.10.27:8006/7conscle=kvm&novnc=18vmid=1158vmname=ubuntu-dpx-test&node=node2&resize=offdcmd =

Apr 26 17:32

manuals NOTICES BUILDINFO DPX-4.8.0- DPX-4.8.0- NOTICES. ThirdPartyF
linux-x64- linux-x64- htm iles-Notes.

) htm
Setup - Catalogic DPX 4.8.0

Completing the Catalogic DPX Setup Wizard

Setup has finished installing Catalogic DPX on your computer.

View Readme File

Finish

Figure 48 Catalogic client software installed

After this step, the client is ready to stream data to DPX for backup/restore. Similarly, the catalogic
DPX client software can be installed on a windows machine as well.
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The summary of the above steps is tabulated below.

Install DPX Complete | Agent installed and tested from windows 10 pro and ubuntu
agent on 20.04
Wmd(?ws agent Additional details:
and Linux
1. DPX has a requirement of 10% free disk for snapshots and
backup.
2. DPX can backup local machine’s block storage as well as
VM’s block storage.
3. There is an in-built data integrity checker in DPX.
4. DPX requires unlocked vStor volume to backup
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4 CONFIGURE THE APPLIANCE

Catalogic DPX Management Interfaces

There are two types of Catalogic DPX Management Interfaces: the HTML5-based DPX Management
Interface that you can use on your web browser and the Java-based DPX Management Interface,
which is a cross-platform desktop application.

HTML5-based DPX Management Interface

To use the HTML5-based Management Interface, ensure that you are using the latest version of either
one the following web browsers:

e Morzilla Firefox

e Mouzilla Firefox Extended Support Release (ESR)
e Google Chrome

e  Microsoft Edge

e Apple Safari for Apple macOS

Moreover, ensure that you are using either one of the following operating systems on your workstation
to use the HTML5-based DPX Management Interface:

e  Microsoft Windows
e Apple macOS

Some features are only available in the Java-based DPX Management Interface which does not
support Apple macOS.

The “New DPX Management interface” dashboard HTML5 version has the monitoring panel for all
the Completed, Active, Waiting and Failed jobs as well as the health information regarding ending or
near lapse of the data retention period of the backed-up data. Other features of the DPX include
reports creation, event monitoring within DPX, backup and restore job scheduling and managing the
backup jobs. The screenshot of the DPX dashboard screen is as shown below.

C Y A Notsecure | kitps//192.168.18.83

Getting Started

Welcome to the DPX launch page. From this page you can
access both ihe classic DPX Java Client as well as the new HTML
interface (partial functionality at this time). You can also deploy
the DPX VMware plugin. To assist you, there are links to the DPX
Compatibility Guide, product documentation and Catalogic
Knowledge Base

To access DPX log in to:

DEX Management Interface

New DPX Management Interface v
For help, see: v
Catalogic Knowledge Base v

Figure 49 DPX launch page
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&« C Q A Not secure | http://192.168.18.80:8096/#/login?returnUrl=%2Flogin%3FreturnUrl%3D%252Fdashboard

sysadmin

sysadmin

[ LOGIN

Figure 50 DPX HTMLS5 login

<« C Y A Notsecure | hitp://192.168.18.215:8096/#/dashboard e % O 8 O @ (e 1)
< & o) st @ @ m
= DPX W Qosyamn 2 @ PO

Dashboard

CoMPLETEDIOBS 1 FAILED JOBS > ACTIVE JOBS b 4 WAITING JOBS
Job Monitor 3 © 0 0 2
ez Last 24 Hours.
JOBS RATIO 2un [T ACTIVE JOBS RPO COMPLIANCE Ty -
Schedule Overview
1
Reports
Nodes 0 O
Total
El
000 n
® Completed @ Failed @ Active @ Waiting > @ Serversatrisk @ Servers Protected
ACTIVE RESTORES TOP DATA TRANSFERRED BY SERVER 2an RS
No data to display
0 1GB 2GB 3GB 4GB

Figure 51 Catalogic DPX dashboard
Java-based DPX Management Interface

Each release of the management console has specific requirements for the Oracle Java Runtime
Environment (JRE). The following Java versions are required for the DPX Management Interface
operations:

e Java Runtime Environment (JRE) 1.8 TLS protocol must be enabled on NetApp targets.

Note: Oracle Corporation has changed its licensing model for Oracle Java Runtime Environment. An
alternative to JRE is Oracle OpenJDK 8, 9, or 10 for Microsoft Windows nodes or Linux nodes. For
more information about Oracle OpenJDK versions, see the following website:

e AdoptOpenJDK (adoptopenjdk.net/releases.html)
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Access Catalogic DPX Master Server with the Java-based DPX Management Interface of the same
appliance. Do not access Catalogic DPX Master Server from the Java-based DPX Management
Interface of different appliances, especially when these two have different versions.

The java-based runtime requires setting us the DPX IP address in the codebase location of the jnlp
file present in the DPX master VM. This will redirect the java runtime to DPX local IP. The file path
is at “/opt/DPX /http/webapps/ROOT /dpx.jnlp”

<?xml wersion="1.0" encoding="aotf-8"°?2?>

-1—— RCS wersion: B(#)5Id: dpx.jnlp 78558 2018-01-10 14:59:117Z jyan £ ——>
E|<:jnlp spec="1.0+" codebasze="http://192.168.18.83:6122/" href="dpx.jnlp">
H @ <information>

<title>DPX</title>

<vendor>Catalogic Software Incorporateds/vendor:
<homepage href="http: //www.catalogicsoftware.com" />
<description>Catalogic DPX</description>
<description kind="short">DPX</description>
<offline-allowed/>

I </information:

H <securitw>
<all-permissions/>
I </security>

Figure 52 JNLP editing the base URL

Access the IP address from any machine in the same network through the browser as shown below
and click on the DPX Management Interface for JAVA runtime to be downloaded. Ensure the
codebase IP is set in the downloaded JNLP file or please edit the file with the DPX TP address. Open
the JNLP with “javaaws” and this will open the DPX dashboard as shown below.

92.160.18215) - Beckup - File - a0 x

=
[ e

Restore Monitor Jobs | Cortrol Devices Reports cataiog Copy WanageTapes | Configure Ariics

- D wew_Enterprine  SOURCES |

Sachup lises @ -
— ) i OO wode Groups QD tew_Enterprise [DESTHATIONS |
ElL

L= & LIy Buse ecia poch

e o & S Base Do Cuters

S
Job Tasks. L
I, oeme e sac on

S, O Bacios ek
[ e
5, et sacun o
) scoooe acn b
Fn Tasks &
[ fun Backup 1ot
[,

uuuuuu @

(5 Set Destinstion Options.

n
& SHENCTYDSOn Options

» Se Nalficaion Dpbons

[0 g8 ncrementa sdis Posis
Bt Fie Exciusion Ruies —
# D1 nerementas Device Custers

i Assion Fie Exciesion R

Figure 53 Java runtime DPX dashboard

To configure the client nodes and target vStor into the DPX management console, please login to the
JAVA runtime and navigate to the configure section. Add a new node group with a relevant name as
backup-group, restore-group, storage-group, etc. This will help to organise the backup and restore the
data across nodes as shown below.
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€ Catalogic DPX(192.168.18.83) - Configure - Enterprise, Groups and Nodes

File Edit Enterpriss Help

Backup | Restore | Monitor Jobs ‘ Control Devices Reports Catalog Copy Manage Tapes .ﬁm Anaiyiics

Configuration Operations (&) " =-a Q Add Node Group

-
9 Enterprise i Edit Enterprise

]
% Devices | [ Edit Advanced Data Agent Port No
@ Media ![ Report

Pﬁ Administrators u

o

Edit File Exclusion Rules
= Job Folders. Update Code Page
% Keyrings. GUIPreferences

% Defaults Find

Holidays

i

Enterprise Tasks (&)
(; Edit Enterprise
Node Group Tasks
Add Node Group
Edit Node Group

Delete Node Group

®

Node Tasks (&)
L_:le‘} Add Node
rl/& Edit Node

Delete Node

i Add VM Nodes

5

Misc Tasks &)

n,
|;,/’ Edit File Exclusion Rules

Figure 54 Configure DPX enterprise

ADD NODE GROUP: New Group
Group Name: default
Device Cluster Name: - Choose Cne - b
Media Pool Name: - Choose One - ~
~
Comment:
W

voset | | Hop

Figure 55 Adding node-group

After creating the node group, right click on the created node-group to add more nodes to the DPX.
For VMware and Hyper-V based nodes, just enter the IP address of the vSphere and Hyper-V with
their username and password to connect agentless to the DPX management console. For other clients,
ensure the DPX client is installed on them and provide the IP address of the client in the pop-up for
add nodes with access method as TCPIP as shown below.
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€ Catalogic DPX(192.168.18.83) - Configure - Enterprise, Groups and Nodes
File Edit Enterprise Help
Backup | Restore | Monitor Jobs ‘ Control Devices Reports Catalog Copy Manage Tapes .ﬁm Anajpiics
_ _ ~ = Mew_Enterprise
Configuration Operations &) ' Q - B EDIT NODE GROUP: default
9 e -D backup-group
= ! defautt Group Name: default

Devi i Add Mod

% siiess = ] D o ose Device Cluster Name: - Choose One - ~
L Edit Node G
ﬁ Heda LLERS oce e Media Pool Name: - Choose One - -
P@ Administrators. o NAS Delete Node Group -
T |§ld| resto Comment
Job Folders. Report v
T (k] test-

C@ Keyrings Update Code Page

Defaults GUI Preferences
% Apply Reset Help
Holidays
Enterprise Tasks. (&)
Q Edit Enterprise
Node Group Tasks @
Add Node Group
Edit Node Group
Delete Node Group
Node Tasks &)
D@ Add Node
pf Edit Node
D‘K Delete Node
D% Add VM Nodes
Misc Tasks (&)
Ef Edit File Exclusion Rules

Figure 56 Adding node to DPX enterprise

ADD NODE: New Node

Group Name: default

Logical Node Name:
Access Method: TCPIP v
Resolvable Node Name or IP Address: | 1g2 168.18.83

System Type:

st | | bl

Figure 57 Setting the access method and IP for DPX-admin

Similarly, the vStor which is going to be the storage medium for the client data/snapshots haas to be
added to DPX as a node. In the example below, we have added the vStor node to the default node-
group. Make sure to select the access method as the STORAGE CTL and provide the credential to
access vStor as shown below.
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ADD NODE: New Node

Group Name: default

Logical Node Mame: vEtor

Access Method: STORAGE_CTL R
Storage Controller Type: wStor ~

Resolvable Mode Mame or IP Address: | 192 168.18.53
User Name: admin

Password: EkEkEEEEEEEE

Add Reset Test Help

Figure 58 Setting up access method and IP for vStor

& C { A Notsecure | http://192.168.18.215:8096/#/nodes/vstor/settings o 2 v O ®» 0O e :
= ; . i
— D px License expires in 23 days ]

Dashboard < Back

lob Monitor
_ Manage
= vstor 192.168.18.137 STORAGE_CTL vStor
lob Manager
Settings
Schedule Overview
Fepris Edit Node
Basic Parameters Snapshot
Group Name: DPX_Group Volume Count Error Level: 512
Logical Node Name: vstor Volume Count Warning Level: 450
BB Resolvable HostName or P oo oo Free Space Threshold Emor
Address: Level
Type: vStor Free Space Threshold Warning

Level
Verification Options

Volumes: None

Applications: None

Figure 59 vStor node visualised from DPX HTMLS dashboard

The Enterprise is setup in a similar fashion as below with different client (windows, Linux, NAS,
VMware, and Hyper-V) added to the DPX management console as nodes.
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File Edit Enterprise Help

% Devices
@ Media
% Administrators

Job Folders

@ Keyrings

% Defaults.

Backup Restore | Monitor Jobs | Control Devices
Configuration Operations \é) " BE‘ Q LS EEEs

EIEI backup-group

o Ol [f] serverworid

- B C1 (5! vMware-GPU-server
El W [3}5 defautt

M| |§ DPx-admin

o [3] wstor

EIEI NAS

ElEl restore-group

EIEI test-group

Figure 60 Organised new enterprise on DPX

The agentless backup of the VMware and Hyper-V requires a proxy server to be on network. This can

be DPX master VM itself. To setup the proxy virtualisation for a node, navigate to the configure

section and choose the node to be used as the proxy server -> select the virtualization proxy checkbox

and click on apply. This will set the node as the proxy node. During a backup job, there will be an

option to choose the proxy node which will be discussed in the Testing of the Appliance section.

< Catalogic DPX(192.168.18.83) - Configure - Enterprise, Groups and Nodes
File Edit Enterprise Help
Backup Restore ‘ Monitor Johs | Control Devices Reports Catalog Copy Manage Tapes m
. . ~ o =-E Q Mew_Enterprise
Configuration Operations e DT NODE DR
e 0 D] backup-group
Q Group Name:
-l [{l] detaur et
Devi ) .
% Sices il oPxcadmn Logical Node Name: DPX_admin
@ Media 1 & vstor Access Method: TCRR
ﬂﬁ, Administrators Ol nas Resolvable Nods Name or [P Address: 182.165.16.83
0 [D restore-group
Job Folders. Systsm Type linux
=2 test-group
c@ s 05 Name: UNEX LINUX
0S Version: #1 SMP Wed Feb 23 16:47:03 UTC 2022
'ﬁ} Defaults
05 Release: 3.10.0-1160.59.1.¢l7.x86_64
Frims Virtualization Proxy @ ves O o
Enterprise Tasks e
-2 Oracle Home:
Q Edit Enterprise
Oracle Unix User:
Node Group Tasks =)
° REA Verification Options
Add Node Group )
Cil Werify Volumes: Mone ~
Edit Node Group
~ Verification Type: Simple | Advanced
Delete Node Group
Werify Applications: None ~
Node Tasks &) Werification Node: <SELECT» ~
Elo, Add Nod
Dﬁ? ode Deferred Verification Interval (Minutes): |30
rlf Ry SaL Options.
Fx Delste Node Werify Table: Yes No
Dfa A= Verify Catalog: Yes  No
MWisc Tasks &) Verify Allocations: Yes No
|;__‘f Edit File Exclusion Rules. S —
Exchange Options
Verify Database: Yes | No
Throttle Database Verification: Yes ©No
Pause for 1 second after: 150 VO Operations
Reset | [ e

Figure 61 Enabling virtualisation proxy on DPX-admin
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5 TESTING THE APPLIANCE

The DPX data protection appliance is tested on different clients with different operating systems and
virtualisation layer. Based on the type of client, there are different functionality available on the
DPX.

1. Agentless VMware and Hyper-V backup/restore/migration.

2. Block storage backup/restore

3. NDMP based NAS and file server backup/restore

4. Image and File backup/restore to tape devices or cloud devices
Backup

The VMware agentless backup allows the entire vSphere datacentre to be backed up including the
state of the virtual machines running on them in real-time. To define a new agentless backup job,
navigate to Agentless VMware on the DPX management console and choose the Enterprise Source
and Destination or if a job is already created, you can choose the job from the job list as shown below.

& Catelogic DPX(192.168.18.83) - Backup - Agentless VMware

File Edit Wiew Backup Help

m Restore | Monitor Jobs | Control Devices Reports Catalog | Copy

oy N B"DQ New_Enterprise [ SOURCES ] EH:l Q New_Enterprise [ DESTINATIONS |

Backup Modes s3] - .
"D Node Groups "D Node Groups

Manage Tapes Config

File

i | Image
HEMP| NDMP
Block

| geniiess Viiware

) (@] [o4] (@] [&)

Job Tasks &)
E“_‘%’ Define New Backup Job

._‘% Open Backup Job

E Save Backup Job

IEE‘X Delete Backup Job

Schedule Backup Job

Job List wvsphere-agentles £
Run Tasks &) Folder: SS_DEFAULT

|> Run Backup Job Comment:

IB Run and Moniter Backup Job Creator: sysadmin

Other Taske 'é," Creation Date: TI5/2022 12:15:53 am

Set Source Options
i Cancel Help

=¥ set Proxy

[ set Notification Options

Figure 62 Defining agentless backup

Select the source VMware datacentre from the list of available nodes already added to the DPX
dashboard and choose the destination as the vStor data storage. Save the backup job, choose the
retention period of the data from the pop-up, and run the backup job.

The running job status and events can be visualised from the DPX dashboard under the running jobs
section. Right click on the running job to see the events. The throughput of the backup job can also
be monitored from the DPX management console as shown below.
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€ Catalogic DPX(192.168.18.80) - Backup - Agentless VMware
File Edit Window View Backup Help

m Restore ‘ Monitor Johs ‘ Control Devices Reports Catalog ‘ Copy ‘ Manage Tapes Configure Analyiics
P ol & IQ New_Enterprise [ SOURCES ] =M o New_Enterprise [ DESTINATIONS |
e ode Groups & Node Groups

- DefaultGroup Oilll vefavtcroup
E‘ image L rew-group O new-group
") NDIP - ] vmwareGroup Ol viwareGroup
Bock @ (5 Viware-GPU-server -l vsor

=] ZI Datacenter =

@_ éﬂ@ 192.168.47.193
Job Tasks @ -B { g4dn 2xiargePlus
Eﬂ? Define New Backup Job B 31 New Virtual Machine

[ | (3 vm Center S
Open Backup Job B (3 wMware vCenter Server

-] vstor

E Save Backup Job

Delete Backup Job
Schedule Backup Job
Run Tasks @

B Run Backup Job
% Run and Wonitar Backup Job

Other Tasks 2
Set Source Options
(% Set Proxy

[} set Notification Options

Figure 63 Selecting the source and destination for agentless backup

Monitor Johs Control Devices | Reports | Catalog ‘ Copy | Manage Tapes | Configure | Analyiics ‘

Monitoring jobs from 7/6/2022 1°55:01 pm

@ rFaiea 0 _ () completed - 1 €) cancelled -0 (© waiting - 1 ) Held -0

Job Name Status Start Time # End Time Total Data % Completed Throughput

DesktopBackupJob » Running T/6/2022 10:01:07 pm TITI2022 12:08:55 am 149.7 GB 20.055 MB/s

Figure 64 Monitoring the agentless backup job

<
B (3] verhero sgentes |
(Running)
SOURCE LOG
Node Time Module  No. Message

192.168.18.83 Wed 7/6/2022 8:07:22am  ssrmi SNBVLB_002) Source VM: VNware vCenter Server 3, deleting reader/writer pa...
192.168.18.83 Wed 7/6/2022 8:07:42am  ssrmi SNBVLB_002) Source VM: Viware vCenter Server 3, deleting reader/writer pair
192.168.18.83 Wed 7/6/2022 8:07:42am  ssrmi SNBVLB_002) Source VM: VMware vCenter Server 3, deleting reader/writer pair
192.168.18.33 Wed 7/6/2022 8:07:4T am  ssrmi SNBVLB_002) Source VM: VNware vCenter Server 3, deleting reader/writer pa..
192.168.18.83 Wed 7/6/2022 8:08:02am  ssrmi SNBVLE_002) Source VM: VMware vCenter Server 3, deleting reader/writer pair
192.168.18.83 Wed 7/6/2022 8:08:42 am  ssrmi SNBVLB_002) Source VM: WNware vCenter Server 3, deleting reader/writer pair
192.165.18.83 Wed 7/6/2022 5:11:02am  ssrmi SNBVLB_002) Source VM: Vhlware vCenter Server 3, deleting reader/writer pa..

Figure 65 Visualising agentless backup events

For performing the block level backup, navigate to the DPX dashboard and choose block in the
backup section. Click on the block backup wizard and select a new job. Select the source block device

that is required to be backed-up and then select the destination as vStor.
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=

File Edit Backup Help

m Restore Monitor Johs Control Devices Reports Catalog Copy Manage Tapes Configure Anaiytics

]

Backup Modes

File

| NDMP

ock

@ Agentless VMware

92.168.18.82) - Block Backup Wizard B

Welcome
The Block Backup Wizard

E:; Block Backup Wizard Welcome Welcome to the Block Backup Wizard. This wizard allows you to define Block backup to DPX open storage and Block backup to NetApp storage jobs.
Click New Job to create a new job, or select an existing job to edit in the Edit Job section, then click Edit Job.

]

Job Tasks

Ex Delete Backup Job Select Source
@ Archive to Media Wizard Select Destination

Ex Delete Archive Job Job Options

Run Tasks Save Edi Job
I> Run Backup Job Select an existing Block backup job, then click Edit Job.

<Select Job Name>
I} Run Archive Job

®

<ok cancal | o

Figure 66 DPX block backup wizard

Select Source

Select the source DPX node or storage system.

Welcome Select sources to back up. Sources can be individual nodes or data on a secondary storage system.

Select Source

=k Q New_Enterprise ~
Node Groups

backup-group

=z E}EJ ServerWorld

! = c

D o

D ==

D = K3

D =L

-] [ VOLUME{8518F284-4156-4112-A3F9-330FEBE90408}

Select Destination

Job Options.

o M || VOLUME{C2118F%6-0000-0000-0000-80CE22000000}%
o M || VOLUME{DBS3CEQOB-6783-4E10-8853-A367B0D5B0BD}

m naan

< Back Next Cancel Help

Figure 67 DPX block backup source selection
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€ Catalogic DPX(192.162.18.83) - Block Bac

Select Destination

Select destination storage system

Select a destination to store the backup data. Nodes can be backed up fo other nodes configured for DPX Block Data Protection. Secondary storage
selections can only be backed up to other secondary storage locations.

Welcome

Select Source

= . Q New_Enterprize

Select Destination

= ode Groups
Job Options.
- backup-group
Save

=

-1 default

§_| wvetor

O || backup-store

M| || backup-with-cache

G- [ff] Nas
- restore-group
- test-group

= Back Next Cancel Help

Figure 68 DPX block backup destination selection

The job options have several features that can be use-case specific and there is a feature to enable
Email notification regarding the completion of the backup job. Save the job and run the job with the
preferred retention period.

( Catalogic DP 92
Job Options
Select Block backup job options
Welcome Define the job options for this Block backup job.
Select Source
Source  Application  NDMP  Script  Notification
Select Destination
Job Options
Save Task Data Transfer Retry Count: 5
Task Retry Intervals (Minutes): 1
Throttle: 0
Resolution Auto Cancel Interval (Minutes): 180
Resolution Retry Count: 3
Wait Interval Between Retries (Minutes): 1
Data Transfer Auto Cancel Interval (Minutes): |0
Backup lA-Mapped Drive: O Yes @ No
= Back Next Cancel Help
Figure 69 DPX backup job options
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<
Save
Define a schedule and save the Block backup job.
Welcome Define a schedule for this Block backup jeb. Clicking finizh wil save the job and give you the option to run it immediatehy.
Select Source
Job Information
Select Destination
Job Options
Save Job Name (max 16 characters). |DesktopBackuplob ~
Folder: S3_DEFAULT L
~
Comment (max 48 characters):
]
Schedule Job
= Back Finizh Cancel Help
Figure 70 DPX block backup job save

<

Save

Define a schedule and save the Block backup job.

Welcome Define a schedule for this Block backup job. Clicking finish will save the job and give you the option to run it immediately.
Select Source
Job Information
Select Destination
Job Options
Save E Successfully saved job ;Ckuwgb e
Run job options PLT e
@Run Ol}l:ln"t run ~
Retention Days: |50 -
schedule Job
oK Cancel
< Back Cancel Help
Figure 71 DPX block data retention period
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Restore

To restore the block backup image from the vStor, navigate to the restore option in the DPX
dashboard and choose the node where a backup job is already complete. You will see the image
backup on the client as per the date and time it was taken. Choose the preferred image that needs to
be recovered. On the destination side, you can choose either to restore to the original location of the
backup or to a different client that is consistent with the operating system.

$ Catalogic DPX(192.168.18.83) - Restore - Block
File Edit Restore Help

Backup Restore Monitor Johs | Control Devices Reports Catalog | Copy Manage Tapes Configure Aralyiics
Restors Modes .é\/. » E". Mew_Enterprise [ SOURCES ] E. Q New_Enterprise [ DESTINATIONS ]
> - ode Groups B E Mode Groups.
ile
: backup-group E& Original Location
I
ﬁq mage i O ServerWorld backup-group
» i
" O & uc-admin a0 [ servemnon
’ Biock O[] reootieti = [ ue-admin
4 H H
N i - || imedia/ucadminidpx-for-bacakup T | roootrefi
@ Agentiess Vilware H H
4 H Backup Date/Time Job Name Mount Point =-H | Imedialucadmin/dpx-for-bacakup
+ H
f‘ Tape Bl S 08/02/2022 11:5628 PM  test nia M| | BackupExpressChangelournal
f— @ -] 5 06/01/2022 11:28:07 P ucadmin-backup nia B[ | BackupExpresslob
-0 viware-GPU-server u dpx-backu
E‘_‘:‘% Define New Restore Job & H L= &

M |___| lost+found

-0 ] defautt
f‘ ARP Wizard i1

: | DPX-admin M| |testt
/f:k Delete VM/A/MDK Wizard B ] restore-group [ tes2

._‘% Open Restore Job E O @ master-vmware -l | test3
5] default
DPX-admin
E\D restore-group

E Save Restore Job

E‘X Delete Restore Job
ﬁ Fiter Displayed Jobs
Schedule Restore Job

Run Tasks &)

|> Run Restore Job

IB Run and Moniter Restore Job

Other Tasks &)
Set Source Options

[=p Set Destination Options

@ Set Motification Options

'LQ Search Files to Restore

ED: Preview Restore Job

Figure 72 DPX block restore job

To restore the agentless backup images, DPX provides an Agentless VMware restore wizard as shown
below. Click on the new job and select the level of restore required.

1. Instant VM Restore: No data storage transferred across to the destination, but the VMs on
the destination can be mapped directly from vStor storage itself. (Live migration- Reduce the
down time of production environments)

2. Full VM Restore: Physically transfer the backup image of the entire datacentre to the
destination.

3. Instant VMDK Restore: Do data storage transferred across to the destination. The VMDK
files can be mapped to the destination while stored in vStor itself.

4. Full VMDK Restore: One or more VMDKs can be transferred from the source to the
destination while physically copying the storage across.
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File Edit Help

Backup Resture Monitor Jobs Control Devices Reports Catalog Copy Manage Tapes Configure Analytics
= 4
Restore Modes = M

8
B
ﬁ> Image

.

N
nome
&, Nowp

,

@‘ Eoc ‘ € Catalogic DPX(192.168.18.83) - Agentless VMware Restore Wizard %
,

E; = Welcome

E< e : The Agentless ViMware Virtual Machine Restore Wizard

This wizard generates a restore job for Agentless Viware Vs or VMDKs. You can restore to the original or an alternate V4 and can run the job

Job Tasks A Welcome
ob Tas! &) immediataly or schedule it to run at a later time. Select an existing job to edt or click New Job’
E;‘} Agentiess Vitware Restore Wizard Select Operation
=) Detete Restore Job Select Source
2 Delete VM/VMDK Wizard Select Target Host
f’ RRP Viizard Job Information Edit Job
Select an existing Agentless Viware restore job, then cick £dit ob.
- Job Options

Archive Restore @ ;

Job Schedul
E)“? Restore From Media Wizard o8 Senedu

Summary

E‘x Delete Archive Job

< Back New Job Cancel Help
Figure 73 VMuware agentless Restore Wizard
< Catalogic DPX(192,168.18.83) - Restore - Agentless ViMware *
Select Source
Select the virtual machine or VMDK that needs to be restored
Welcome From a backup instance, select a WM to restore.
Agentless VMware Inventory "gddn.2xlargePlus’ Backup Instance(s)
Select Operation
E|--. Node Groups “ Backup Date/Time Job Name Mount Poir
Select Source
backup-group @) [ LamesT - BACKUP_
TEERNTTRITR] = (5 VMware-GPU-server -] [bnmafznzz 10:0254 PM  vsphere-agentles BACKUP_
Job Information Datacenter - D 07/05/2022 03:59:44 AN  wsphere-agenties BACKUP_
Job Options - B 19218818175 B D 07/05/2022 12:15:58 AN vsphere-agenties BACKUP_
Job Schedule = | ﬂl gddn.ZxlargeFlus - D 07/0272022 02:25:11 AN with-cache BACKUP_
-] ﬂl gddn.2xlargePlus (Best performance) -] EI 07/02/2022 02:16:42 AM  with-cache BACKUP_®
Summary
| ﬂl ubuntu 3 @- EI 07/02/2022 01:18:24 AM  with-cache BACKUP_
El ﬂl WiMware vCenter Server EJ---!I [L'Onaﬂamzz 03:11:50 AN test-100 BACKUP_
| (11 VMware vCenter Server 2
| (1 VMware vCenter Server 3
- ;
] 51 Windows 10 v a D
|:| Restore from Alternate Secondary
< Back Next Cancel Help:
Figure 74 DPX agentless restore source history
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$ Catalogic DPX(192,168.18.83) - Restore - Agentless VMware *
Select Target Host
Select the target host
Welcome Select a restore target (ESX host) for the WM previously selected from a backup instance.

Select Operation

Mode Groups
1 | Original Locatien
backup-group

-0 @ WMware-GPU-server

Select Source
Select Target Host

Job Information

Job Options =+ [if] restore-group
Job Schedule
Summary

|:| Check this option to delete the virtual machine if exists on host.

< Back Next Cancel Help
Figure 75 DPX agentless restore target destination
< Catalogic DPX(192.168.18.83) - Restore - Agentless Viware ®
= Job Information
Define the restore job
Welcome Specify restore job name, location, and deletion.
Select Operation Job Information
Select Source
Select Target Host
Job Information
Job Name (max 54 characters): agentless—restnrﬂ ~
Job Optiens
Folder: S5 DEFAULT £
Job Schedule
Summary -
Comment (max 48 characters):
w
|:| Delete Job when Done
< Back Next Cancel Help

Figure 76 Agnetless restore job save

Setting the notification via email at the finish of the restore job.

51| Page

Operating from: AUS | USA | India | UK and NZ Headquarters HQ Address: 10-65 Tennant Street
www.Hyperscalers.com Fyshwick, ACT Australia


mailto:info@hyperscalers.com
http://www.hyperscalers.com/

p +611300113 112 Solving Information Technology’s

e info@hyperscalers.com Complexity

( Catalogic DPX(192.168.18.83) - Restore - Agentless VMware - (agentless-restore) e

Set Job Options

Specify options for the restore job

Enter or select options to control job scripts, automatic job cancel, and email notification.
Welcome

Select Operation
Source Target Motification
Select Source

Select Target Host To testi@abe.com
SED IR ce admin@abc.com
Job Opticns
Beo:
Job Schedule
Subject: Data restore complete
Summary

= Back Next Cancel Help

Figure 77 Agentless restore complete notification setup

Scheduling the restore job exactly on Monday to run at a particular time every consecutive 3 weeks.

& Coialogic Dpy(1o0.1c4 Job Schedule X |
Job Schedule Exceptions Preview
Schedule Description
Spec
Welcome
Select Operation
Select Source
Select Target Host
Job Information
Job Options
New Delete Clear
Job Schedule
Summary New Schedule
() once () Daily (@) Weekly () Monthly

Run Restore at: 01:21 PM -2

on: [ sun [AMon []Tue []wed []Thu [Fri []=at

Repeat: (®) Select Weeks () Week Day in Month

Every: k1= Week(s)

Start Date: | OT/07/2022 ~ End Date: L

Apply '_t Cancel Help
Cancel Help
Figure 78 Agentless restore job scheduling
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< Catalogic DPX(192,168.18,83) - Restore - Agentless VMware - (agentless-restore) >

Summary

Confirm the restore selections

Review your selections. Click Finish to accept the selection and save the restore job, or click Back to change selections, then click Finish. If the job is not
scheduled, you will be asked if you want to run the job immediatety from the wizard.

Welcome:

Select Operation
Job Information

Select Source

Item Value
Select Target Host Backup Instance 06M16/22 3:11:50 AM L
Source WMware-GPU-server/DatacenterM $2.168.1

Job Information 8.175/gddn. 2xlargePlus/gddn 2xlargePlus

Job Options Destination Original Location
Job Schedule WMDK Provisioning Thin
Cenzolidate VMDK and VM files in one N
Summary folder
Restore Operation Full Restore
Name agentlezs-restore
Folder 55 _DEFAULT
Delete Job when Done N
Scheduled N
Source Options
W
< Back Finish Cancel Help

Figure 79 DPX agentless restore job summary

Verify the summary of the restore job and select finish to start the restore process. At the end of these
steps, we have accomplished the functional testing of the DPX data protection appliance.

Block Level
Functionality
(Backup and
Restore)

Define and run agent-
based block level | Complete Successful
backup job

Define and run Agent-
based block level

restore
Verified the restored data integrity and confirming that the
-VMware Instant .
Complete OS block device restored.
Access

VM migration feature available on VMware is tested.

-Virtualization (Rapid
Return to Production-

RRP)
53| Page
Operating from: AUS | USA | India | UK and NZ Headquarters HQ Address: 10-65 Tennant Street

www.Hyperscalers.com Fyshwick, ACT Australia


mailto:info@hyperscalers.com
http://www.hyperscalers.com/

p +611300113 112 Solving Information Technology’s
Complexity

e info@hyperscalers.com

6 ADDITIONAL SETUP AND DEPLOYMENT

Other

Additional details:

1. Firewall settings of the client and DPX to be verified
Review  reporting and as per

Agentless capabilities of | Complete | https://kb.catalogicsoftware.com/s/article/000005004 /en-
new HTML5 DPX Ul us

2. VMWare DPX agentless backup has a requirement of
proxy server setup to be in place.

3. VMware Tools are necessary for the agentless method.

Enable deduplication and Enable data compression in t-he configure -> defaults ->

. backup /restore -> source section

compression and test

lts for file level and Complete

resuits Hor e fevel an The DPX auto identifies the compression ratio to be used

block level backups
on the source data.

Troubleshooting DPX Appliance
Cmagnet Service:

The cmagent service is the DPX communications agent. It runs on DPX master servers and clients,
where it enables operational control and transfer of data between the master server and clients.

In Windows Services, the cmagent service appears in mixed case (CMAgent). On UNIX or Linux, it
appears in lowercase (cmagent). As an executable, it is entered in lowercase (sscmagent). It is
sometimes seen in uppercase (CMAGENT). The cmagent service is often referred to simply as

cmagent.

It is sometimes necessary to stop or start the cmagent service.

To stop or start the cmagent service on UNIX or Linux:

Ensure you log in as a root user, then enter the sscmagent command as follows:

e To stop the cmagent service on UNIX or Linux, enter:

1. <product-directory>/misc/./sscmagent stop

e To start the cmagent service on UNIX or Linux, enter:
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1. <product-directory>/misc/./sscmagent start |

To stop or start the cmagent service on Windows:
Go to Windows Services, then do the following:

e To stop the cmagent service on Windows, find the Catalogic DPX CMAgent Service and stop the
service.

e To start the cmagent service on Windows, find the Catalogic DPX CMAgent Service and start
the service.

DPX license setup:

During installation, you are requested to enter a license key on a master server. The license key is

sometimes referred to as the product key.

When you change from evaluation to licensing or, in some cases, when you upgrade, you receive a new
license key and must change the current key.

You also may need to change your license key to reflect the purchase of additional licenses or new

features.

The key is contained in an email you receive with a new release or add-on components. Have the
email handy to copy-paste the license key when prompted. Or you can copy-paste the license key from
the email to a text file, which you can browse to or copy-paste from.

Tip: If you are typing in the license key manually, all the letters in the key must be capitalized. The
alphanumeric key does not contain the letters "O" or "I", but the numbers "0" and "1" may be used.
There are no blanks, spaces, carriage returns, or line feeds in the key. It is recommended you copy and
paste the key to avoid errors.

To change the license key on a Linux master server appliance:
If your license key is not expired, change your license key by using the management console.
If your license key is expired, perform the following manual procedure:

1. Stop the CMAGENT service.

2. On the master server, change to the directory where DPX is installed and open the file

.ssbe_key.
3. From the main menu, select (4) Edit License Key and press Enter.

4. Enter the new key. A message indicates the key was installed successfully. See “The

Cmagent Service”.

5. Start the CMAGENT service.
The old key will remain in effect until you complete these steps.
Best Practices for License Key Files

If you are typing in the license key manually, all the letters in the key must be capitalized. The
alphanumeric key does not contain the letters "O" or "I", but the numbers "0" and "1" may be used.
There are no blanks, spaces, carriage returns, or line feeds in the key. It is recommended you copy and

paste the key to avoid errors
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To ensure the license key file is processed correctly, note the following recommendations related to
text editors:

e Use vi, although most Linux text editors are acceptable.

e Do not use an advanced word processor to open and edit the license key file.

e Do not use an editor from one operating system to edit the license key on a different operating
system; for example, do not use Windows Notepad to open a Linux license key file. Doing so could
result in an unusable license key because Windows and Linux handle end-of-line characters
differently.

The DPX HTMLS5 is running as a microservice in the DPX master VM. During unexpected server
reset, the dashboard may pop-up some errors related to services, and they can be resolved by a restart
of the services with the command provided below. The logs for DPX are available at
/opt/catalogic/stack-logs

1. sudo -s

2. cd /opt/catalogic

3. make stop (please wait for stopping)
4.

make start (please wait 5 Min. for start dockers)

7 ADDENDUM

1. Hyper Scalers FRU Dump
3. Date
4. Modify: 2022-07-07 04:03:10.000000000 +0000

5. Update

7. Version: 3B06

8. Firmware Revision: 3.3
9. System
10. -

11. Product Name: QuantaPlex T22P-4U
12. Chassis

14.  Serial Number: QTFCYG1220064
15. Motherboard

17. Version: 31S5PMB0000
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18.  Serial Number: QTFCYG122004B
19. Memory

20. -

21.  Locator: CPUO_AO

22.  Locator: CPUO_BO

23. Locator: CPUO_CO

24.  Locator: CPUO_DO

25.  Locator: CPUO_EO

26. Locator: CPUO_FO

27. Locator: CPU1_AO

28. Locator: CPU1_BO

29. Locator: CPU1_CO

30. Locator: CPU1_DO

31.  Locator: CPU1_EO

32. Locator: CPU1_FO

33. e
34. Manufacturer: Samsung
35.  Manufacturer: NO DIMM
36.  Manufacturer: NO DIMM
37. Manufacturer: Samsung
38.  Manufacturer: NO DIMM
39.  Manufacturer: NO DIMM
40. Manufacturer: Samsung
41.  Manufacturer: NO DIMM
42.  Manufacturer: NO DIMM
43. Manufacturer: Samsung
44.  Manufacturer: NO DIMM
45.  Manufacturer: NO DIMM
46. e
47.  Serial Number: 39A2D0D1
48.  Serial Number: NO DIMM
49.  Serial Number: NO DIMM
50.  Serial Number: 39A2D40B
51.  Serial Number: NO DIMM
52.  Serial Number: NO DIMM
53.  Serial Number: 39A2CFE6
54.  Serial Number: NO DIMM
55.  Serial Number: NO DIMM
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56.  Serial Number: 39A2CC93

57.  Serial Number: NO DIMM

58.  Serial Number: NO DIMM

5. e

60. Part Number: M386A8K40BM2-CTD
61.  Part Number: NO DIMM

62.  Part Number: NO DIMM

63. Part Number: M386A8K40BM2-CTD
64.  Part Number: NO DIMM

65.  Part Number: NO DIMM

66. Part Number: M386A8K40BM2-CTD
67.  Part Number: NO DIMM

68.  Part Number: NO DIMM

69. Part Number: M386A8K40BM2-CTD
70.  Part Number: NO DIMM

71.  Part Number: NO DIMM

72. e

73. Size: 64 GB

74.  Size: No Module Installed

75.  Size: No Module Installed

76.  Size: 64 GB

77.  Size: No Module Installed

78.  Size: No Module Installed

79.  Size: 64 GB

80.  Size: No Module Installed

81.  Size: No Module Installed

82.  Size: 64 GB

83.  Size: No Module Installed

84.  Size: No Module Installed

8. e

86. Speed: 2666 MT/s

87.  Configured Memory Speed: 2133 MT/s
88.  Speed: Unknown

89. Configured Memory Speed: Unknown
90. Speed: Unknown

91. Configured Memory Speed: Unknown
92. Speed: 2666 MT/s

93. Configured Memory Speed: 2133 MT/s
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94.  Speed: Unknown

95.  Configured Memory Speed: Unknown
96. Speed: Unknown

97.  Configured Memory Speed: Unknown
98. Speed: 2666 MT/s

99. Configured Memory Speed: 2133 MT/s
100. Speed: Unknown

101. Configured Memory Speed: Unknown
102. Speed: Unknown

103. Configured Memory Speed: Unknown
104. Speed: 2666 MT/s

105. Configured Memory Speed: 2133 MT/s
106. Speed: Unknown

107. Configured Memory Speed: Unknown
108. Speed: Unknown

109. Configured Memory Speed: Unknown
110. e

111. Type Detail: Synchronous LRDIMM
112. Type Detail: Unknown

113. Type Detail: Unknown

114. Type Detail: Synchronous LRDIMM
115. Type Detail: Unknown

116. Type Detail: Unknown

117. Type Detail: Synchronous LRDIMM
118. Type Detail: Unknown

119. Type Detail: Unknown

120. Type Detail: Synchronous LRDIMM
121. Type Detail: Unknown

122. Type Detail: Unknown

123. e

124 .Processor

126. Version: Intel(R) Xeon(R) Bronze 3206R CPU @ 1.90GHz
127. Version: Intel(R) Xeon(R) Bronze 3206R CPU @ 1.90GHz
128.PCl Storage Card

02)
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131.Firmware

132.PCI Network Card

133,

134.  vendor: Mellanox Technologies

135.  vendor: Intel Corporation

136.  vendor: Intel Corporation

137. product: MT27520 Family [ConnectX-3 Pro]

138. product: Ethernet Controller XL710 for 40GbE QSFP+
139. product: Ethernet Controller XL710 for 40GbE QSFP+
140. serial: 2¢:60:0c:e3:96:69

141. serial: 3c:fd:fe:c8:1a:58

142. serial: 3c:fd:fe:c8:1a:59

143.  serial: 2¢:60:0c:e3:96:6a

144.Hard Disks

146.NAME HCTL  TYPE VENDOR MODEL REV TRAN
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147.sda 0:0:0:0 disk ATA SAMSUNG_MZ7LH240HAHQ-00005 404Q sata
148.sdb 1:0:0:0 disk ATA SAMSUNG_MZ7LH240HAHQ-00005 404Q sata
149.sdc 2:0:0:0 disk SEAGATE ST4000NM0023 0004 sas
150.sdd 2:0:1:0 disk SEAGATE ST4000NM0023 0004 sas
151.sde 2:0:2:0 disk SEAGATE ST4000NMO0023 0004 sas
152.sdf 2:0:3:0 disk SEAGATE ST4000NMO0023 0004 sas
153.sdg 2:0:4:0 disk SEAGATE ST4000NMO0023 0004 sas
154.sdh 2:0:5:0 disk SEAGATE ST4000NM0023 0004 sas
155.sdi 2:0:6:0 disk SEAGATE ST4000NM0023 0004 sas
156.sdj 2:0:7:0 disk SEAGATE ST4000NM0023 0004 sas
157.sdk 2:0:8:0 disk SEAGATE ST4000NMO0023 0004 sas
158.sdl 2:0:9:0 disk SEAGATE ST4000NM0023 0004 sas
159.sdm 2:0:10:0 disk SEAGATE ST4000NM0023 0004 sas
160.sdn 2:0:11:0 disk SEAGATE ST4000NM0023 0004 sas
161.sdo 2:0:12:0 disk SEAGATE ST4000NM0023 0004 sas
162.sdp 2:0:13:0 disk SEAGATE ST4000NM0023 0004 sas
163.sdq 2:0:14:0 disk SEAGATE ST4000NMO0023 0004 sas
164.sdr 2:0:15:0 disk SEAGATE ST4000NM0023 0004 sas
165.sds 2:0:16:0 disk SEAGATE ST4000NMO0023 0004 sas
166.sdt 2:0:17:0 disk SEAGATE ST4000NM0023 0004 sas
167.sdu 2:0:18:0 disk SEAGATE ST4000NM0023 0004 sas
168.sdv 2:0:19:0 disk SEAGATE ST4000NM0023 0004 sas

({
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169.sdw 2:0:20:0 disk SEAGATE ST4000NM0023 0004 sas
170.sdx 2:0:21:0 disk SEAGATE ST4000NM0023 0004 sas
171.sdy 2:0:22:0 disk SEAGATE ST4000NM0023 0004 sas
172.sdz 2:0:23:0 disk SEAGATE ST4000NMO0023 0004 sas
173.sdaa 11:0:0:0 disk TOSHIBA TOSHIBA_USB_DRV PMAP usb
174.NAME SERIAL SIZE

175.sda S45RNAOMB14949  223.6G
176.sdb  S45RNEOM306860  223.6G
177.sdc  S1Z1269MO000K5412YER 3.7T
178.sdd S1Z710W7MOO00K529LE1U 3.7T
179.sde S1Z14JH30000K5372PB4 3.7T
180.sdf S1Z11SP50000K529G4A3 3.7T
181.sdg S1711SQ00000K529G45Z 3.7T
182.sdh  S1714GJLOO00K5390R2E 3.7T
183.sdi S1Z14RTZ0000K532406K 3.7T
184.sdj S1Z16NYOOOOOK540ELNV 3.7T
185.sdk  S1Z16KTPOOOOK540A9BD 3.7T
186.sdl S170Z66BO000K533CZTN 3.7T
187.sdm  S1714AJ90000K5371FRH 3.7T
188.sdn  S1716P8X0000K5403V9B 3.7T
189.sdo  S1Z0X20P0O000K541260G 3.7T
190.sdp S1Z11SW50000K529HY1H 3.7T
191.sdg S17117RR0000K529KUQK 3.7T
192.sdr S1714GJZO000K5390RDY 3.7T
193.sds S1Z171W50000K540AQDK 3.7T
194.sdt S1714PP20000K5366GC6 3.7T
195.sdu  S1711SLSO000K529HUKF 3.7T
196.sdv  S170Z2WDO0000K536663D 3.7T
197.sdw S1Z10W5C0000K529G44Y 3.7T
198.sdx S$1713VH70000K5366GWS 3.7T
199.sdy S1Z11SPLO000K529G3UO0 3.7T
200.sdz  S1Z0YZAB0000K5274TAT 3.7T
201.sdaa 07088843CE1C4C56 15G
202.nvmeOn1 S55JNEON800829 1.5T

203.GPU
pL Y I
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